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HEALTH INFORMATICS

The physician executive’s crash course 
on AI in health care

Part 2: What patients 
and physicians think

Alexandra T. Greenhill, MD 

This second in a series of articles on artificial 
intelligence (AI) in health care presents six core 
concepts that will help physician leaders frame their 
understanding of the rapidly evolving state of what 
patients and physicians think of AI. It covers biases in 
data collection, the need for rules, the implications 
for health care workers, how to avoid assumptions, 
patients’ attitudes, and hidden inequities.   
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Artificial intelligence (AI) is such a massive force of 
change in this decade, understanding the knowledge 
level and perspectives of patients and physicians is 
crucial, because the successful integration of AI into 
health care requires their support. It is also important 
to realize how patients feel about the collection of 
personal health data and provider actions, as these 
data sets are key to the creation and optimization of 
AI solutions. When patients and physicians do not 
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understand, accept, or trust AI applications, this slows 
down the adoption rate and causes delays in time to 
benefit from these promising technologies.1,2 

Numerous published studies in medical journals 
are heterogeneous regarding the study population, 
study design, and the field and type of AI under 
study.3 Similar issues exist with surveys being done 
by various health care organizations, governments, 
policy groups, and consulting firms. 

Although it is, of course, useful to stay aware of the 
latest published results, the beliefs and concerns of 
patients and physicians are rapidly evolving, driven 
by the fast entry of AI tools into work and life outside 
of health care. This creates an additional challenge to 
understanding the trends. Here are six core concepts 
that will help physician leaders stay better informed 
about what is actually happening. 

Biases related to surveys can lead to gaps in the data 
collected and inaccurate insights
Always consider that a survey may not have been able 
to collect the perspective of important subgroups of 
people or may be overreporting or underreporting 
key dimensions. After screening over 2500 articles 
on patient and public perception of AI from 2000 
to 2020, reviewers concluded that the quality of the 
methods of these studies was mixed, with a frequent 
issue of selection bias.3 

What is termed systemic bias can also be introduced 
when some survey participants simply don’t 
respond. Studies have shown that there are often 
important differences between respondents and 
nonrespondents. People may choose not to respond 
for a number of reasons, including who is doing the 
survey, how the survey is described, how long it is, 
its format, how it’s distributed, and how easy it is to 
understand the questions. Random selection is often 
used to ensure that participants are representative; 
however, this does not ensure that those who 
respond are also representative. 

The design and reporting of survey questions may 
be biased, especially in summaries. Many surveys 
tend to use leading questions instead of open-
ended questions and include generalizations in the 
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summary that reflect the bias of the organization or 
author. For example, “ How concerned are you about 
the use of AI?” is very different from “How do you 
feel about the use of AI?” The abstract of the 2021 
Canada Health Infoway’s Canadian Digital Health 
Survey5 states that “half of Canadians surveyed feel 
knowledgeable about AI.” However, the full report 
shows that, although it is technically true that “50% 
of people surveyed said they are very or somewhat 
knowledgeable about AI,” only 8% said they feel “very 
knowledgeable” while 42% said they are “somewhat 
knowledgeable.” In addition, 32% said they are “not 
very knowledgeable” and 16% said they “not at all 
knowledgeable.” Therefore, these results could also 
have been reported in the abstract as: “Almost all 
people (92%) don’t feel very knowledgeable about 
AI.” It is key to access the original questions and look 
at the actual response rates.

Beyond surveys, it is also important to do qualitative 
studies.1,2,5,8 When evaluating AI in health care, we 
found that patients draw on a variety of factors to 
contextualize these new technologies, including 
previous experiences of illness, interactions with 
health systems and established health technologies, 
comfort with other information technology, and other 
personal experiences. Key informant interviews, 
deliberative dialogue, and a multistakeholder design 
lab process about how AI should be implemented 
in health care have revealed important insights 
that a survey would not have been able to capture, 
including key differences between deploying AI 
versus other health care innovations.1,2 

There are also significant differences between 
opinions and behaviour. Studies that assess people’s 
reactions to available AI tools are, therefore, different 
from ones that assess hypothetical, broadly defined 
AI.3 For example, in surveys, people say almost 
universally that they are very concerned about their 
privacy. However, most people don’t even look at how 
the apps and devices they use collect and manage 
their data, and 25% of health care apps, many of 
which have hundreds of thousands of downloads, 
don’t even have a privacy policy or terms of use.6 It is 
important to ask what people think, feel, and say, but 
just as important to monitor what they actually do. 

Need and convenience are powerful drivers of 
behaviour that differs from what one would have 

imagined one would do. For example, the COVID-19 
virtual agent is an AI chatbot attached to the BC 
Center for Disease Control. Launched in April 2021, 
by early December, it had had conversations with 
over 2.89 million people and answered approximately 
25 000 questions a day regarding COVID-19. There 
were no issues and concerns with users, especially as 
it was not collecting any personal health information.9 

Patients and the general public are becoming more 
informed and excited about AI in health care, all 
while signaling the need for rules and caution
Numbers vary, but more and more studies and 
surveys show that people report feeling more 
knowledgeable about AI and are more comfortable 
with the use of AI as a tool in health care, especially 
if there is transparency on whether AI is being used 
or not and there are legal and policy assurances that 
privacy and personal data are protected, both when 
building and when running an AI system, and that 
their data is not used to harm or discriminate against 
them.4,5

Most people report wanting control over their 
personal health data, and their willingness to share 
depends on what organization is collecting the data 
and the intended use. The framing and information 
provided about proposed use also influence how 
people feel about AI.4,5

Finally, most people feel that it is important to 
continue to invest in innovative technologies, such 
as AI in health care, especially to improve access and 
outcomes.5

Health care providers are interested in being more 
informed about AI in health care, but they are tired 
and innovation weary
Physicians and providers are interested in AI, but are 
cautious as they have experienced the challenges 
of moving from paper to digital records in hospitals 
and clinics. There are several domains for their 
concerns: matters related to technology performance 
(for example, evidence, accuracy, safety, bias); and 
people-and-process factors (for example, impact on 
workflows, equity, reimbursement, doctor–patient 
relationship, liability).10 In addition, their reactions 
to AI tools that improve access, care outcomes, and 
experiences are different from how they view tools 
that support back office administration practices 
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focused on efficiency gains and cost containment. 
The staggering level of burnout of the profession in 
the wake of the COVID-19 pandemic also influences 
providers’ attitude to new innovations that will require 
learning and adaptation of existing workflows. 

Be cautious about assumptions and make efforts to 
gain more granular insights
For example, studies have shown that there is no truth 
behind the hypothesis that younger people, who are 
assumed to be more exposed to and knowledgeable 
about emerging technology have more favourable 
opinions and responses to the use of AI in health 
care compared with older people.11 Similarly, studies 
have voided the hypothesis that having previous 
experience with digital technologies that use AI, as 
well as being satisfied with the reaction, would predict 
more positive perceptions of Canadians.11

 
Despite being less knowledgeable about AI, older 
Canadians are significantly more comfortable with 
AI in specific branches of health care than younger 
Canadians.11 Common assumptions about older 
groups’ difficulties with navigating technology, lack 
of experience or knowledge of technology, and 
preference for traditional methods of care over web-
based care are also not accurate, as older individuals 
are increasingly more comfortable with the use of 
technology, and technologies are becoming simpler 
to use.11 

People’s attitudes toward the human versus machine 
dynamic are more unexpected and complicated than 
initially assumed
In surveys, most people indicate that they value 
continued human contact and discretion in service 
provision more than any speed, accuracy, or 
convenience that AI systems might provide, and that 
they are very concerned about the loss of human 
interaction with health care providers.5 However, in 
real life scenarios, many patients show a preference 
for the speed and reliability of a chatbot and even 
report feeling it was easier to discuss sensitive 
issues with a machine than a human; a chatbot has 
been rated significantly higher for both quality and 
empathy.12 

People in general tend to perceive machines as less 
emotional and, therefore, more objective, secure, 
and impartial than humans; many don’t realize that AI 

algorithms are a product of human design, and they 
often inherit our mistakes and biases. An AI system 
carries the bias of the data used and of the creators 
of the algorithms; therefore, it’s not a question of “is 
there bias” but rather “what bias exists.”13 

Patients can now access AI tools that are often better 
than those used by providers, which can democratize 
access, but also deepen inequities
Consumer-grade health care AI, which is by 
definition not clinically validated, is different from 
medical-grade AI, which requires clinical validation 
and regulatory approval.7 However, increasingly, 
consumer-facing health technologies are on par or 
even remarkably better than those made available to 
physicians, as companies forgo the time and expense 
related to medical approval of their inventions and 
choose the straight-to-consumer route, positioning 
their innovation as a wellness product. This can 
cause issues, as physicians are not prepared on how 
to respond to patients who use such new AI-based 
tools.6 

There are also concerns about deepening the divide 
between “haves” and “have nots,” as ability to pay 
often determines access to these consumer-grade 
tools, and direct experience with AI then informs 
acceptance of AI. The concern about creating more 
inequities not only applies to access to AI tools, but 
also in terms of access to health care services, based 
on consumer-grade tools being able to detect issues 
at an earlier stage, leading to “queue jumping,” or to 
cause false negatives that must be assessed, using 
health system resources. “Pro-AI” patients tend to be 
more comfortable with clinical AI use, have a higher 
degree of education, are more knowledgeable 
about AI use in their daily lives, and see AI use as 
a significant advancement in medicine, while “AI-
cautious” patients report lack of human qualities and 
low trust in the technology as detriments to AI use.14 
A number of organizations now provide free access 
for everyone to digital health tools, including AI, in an 
effort to close the gaps in population health needs 
and address inequities.6

Summary

These six core concepts can help physician leaders 
frame their understanding of the rapidly evolving 
thinking of patients and physicians about AI. Digital 
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technologies — in general and in health care — have 
led to unexpected positives and negatives. However, 
the most important thing to remember is that 
assumptions must be verified. It’s important to think 
about what may be missing rather than just how to 
interpret trends that are being shown.

Future articles in this AI-focused series will cover 
some successful and unsuccessful uses of AI in health 
care, how to successfully deploy AI solutions in health 
care, and how to address the challenge of balancing 
innovation and learning with the need for control and 
regulations. 
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